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Abstract A numerical model for three-dimensional (3-D) crustal velocities has been derived for most of
the United States and Canada, primarily from repeated geodetic data. This model provides a foundation
for a prototype of the TRANS4D software. TRANS4D is being developed to enable geospatial professionals
and others to transform 3-D positional coordinates across time. The derived model reveals several
macroscopic features of the 3-D velocity field, including the pervasive presence of the glacial isostatic
adjustment associated with the past melting of the ice fields that formed more than 19,000 years ago
during the Last Glacial Maximum. In this study, the present-day 3-D velocity field associated with this
melting (as estimated via the recently published ICE-6G_C (VM5a) model) was subtracted from this study’s
total 3-D velocity field to identify features of the residual velocity field. In particular, this study introduces the
NA_ICE-6G reference frame in which residual horizontal velocities have magnitudes that are less than
2mm/yr everywhere east of longitude 104°W and south of latitude 60°N, except in southern Texas. Residual
horizontal velocities of greater magnitude are found west and/or north of these two boundaries, and
they are due mostly to interactions among tectonic plates with localized pockets due to other geophysical
phenomena. Large residual vertical velocities, some with values exceeding 30mm/yr, are found in
southeastern Alaska. The uplift occurring here is due to present-day melting of glaciers and ice fields
formed during the Little Ice Age glacial advance that occurred between 1550A.D. and 1850A.D.

1. Introduction

A numerical model for three-dimensional (3-D) crustal velocities as a function of latitude and longitude has
been developed for the conterminous United States (CONUS) and for most of Alaska and Canada. This model
has been derived primarily from repeated geodetic observations performed, either continuously or episodi-
cally, at approximately 4300 sites. The repeated geodetic data correspond to time series of values that have
been edited to remove the effects of coseismic and transient motion as best as possible. Each time series is
then applied to obtain an average rate of change of a geodetic quantity over the time span of the
corresponding data. The quantity is usually a component of 3-D positional coordinates, but it can also be
the distance between two points. Sometimes the computation of this rate involved solving for parameters
that characterize periodic motion. Nevertheless, the output of interest is the average rate of change of the
geodetic quantity being measured. Thus, the 3-D crustal velocities, produced in this study, represent average
velocities over the past few decades.

The horizontal velocity field is more complete than previous studies but is generally similar to that of past
compilations in most areas; the vertical velocity field presented here is new. Here the vertical velocity at a
location is oriented normal to the geocentric ellipsoid whose size and shape equal those adopted for the
Geodetic Reference System of 1980 [Moritz, 1984]. A positive vertical velocity corresponds to motion away
from Earth’s center of mass.

This new 3-D velocity model provides a foundation for a prototype of the TRANS4D software package,
where TRANS4D is short for “Transformations in Four Dimensions.” TRANS4D is being developed to enable
geospatial professionals and others to transform 3-D positional coordinates across time and between spatial
reference frames. In particular, TRANS4D incorporates 4-D transformations among all currently existing reali-
zations of the International Terrestrial Reference System, all currently existing realizations of the World
Geodetic System of 1984, and several recent realizations of the North American Datum of 1983. Fortran90
source code for Version 0.1 of TRANS4D, together with a Users Guide, may be found among the supporting
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information associated with this publication. TRANS4D has been designed to expand upon the scope of the
Horizontal Time-Dependent Positioning (HTDP) software [Pearson and Snay, 2014; Pearson et al., 2014; Snay
et al., 2013; Pearson and Snay, 2013; Pearson et al., 2010; Snay and Pearson, 2010; Pearson and Snay, 2007;
Snay, 1999]. HTDP incorporates models for horizontal crustal motion only and enables its users to transform
horizontal positional coordinates across time and between spatial reference frames. Users can apply the
HTDP software interactively on theWeb at geodesy.noaa.gov/TOOLS/Htdp/Htdp.shtml. In addition to addres-
sing velocities in all three spatial dimensions, TRANS4D improves upon HTDP by also providing (1) velocities
for much of Canada and (2) standard deviations for its estimated velocities.

The first version of HTDP was released in 1992. Unfortunately, many of the early HTDP versions incorporated
rather crude crustal motion models, because the early models were based on a relatively small amount of
triangulation/trilateration data. However, HTDP gradually evolved to its current level of sophistication as
more precise geodetic data, especially GPS data, became available and as the scientific understanding of hor-
izontal crustal motion matured. With TRANS4D, a similar evolution of its current crustal motion models is
anticipated to occur over a period of several years. The understanding of vertical crustal motion is currently
limited, because many studies have focused on horizontal motions due to their greater signal-to-noise ratio.
Vertical motions can be caused by a combination of tectonics; glacial isostatic adjustment (GIA, also some-
times called postglacial rebound); surface loading due to changing hydrologic, cryospheric, or atmospheric
loads; changes in groundwater and aquifer pressure; and volcanic activity. GPS-derived vertical positions
are also subject to larger uncertainties and more potential for systematic errors than GPS-derived horizontal
positions. In addition, modeling vertical crustal motion is more complex than modeling horizontal crustal
motion due to (1) more ubiquitous occurrence of significant spatial variability over short distances (rates of
vertical motion often differ significantly between locations less than 1 km apart); (2) more ubiquitous occur-
rence of significant temporal variability (rates of vertical motion can change over time due to both natural
phenomena and anthropogenic (human) activities, such as groundwater withdrawal); and (3) dependence
of measured vertical motion on the depth to which each geodetic reference station is anchored (due to
possible compaction within Earth’s shallower layers and hydrologic cycles within aquifers).

The third item is especially troublesome because most (but not all) geodetic reference stations are anchored
deep enough to avoid the fluctuations in vertical motion, which occur within Earth’s shallower layers. Many
people, however, are concerned with the hazards associated with flooding, whereupon these people place
greater importance on the vertical motion occurring at Earth’s surface rather than that occurring at depth.
Unfortunately, TRANS4D’s model pertains more relevantly to deep vertical motion. In view of the above three
items, the development of accurate vertical motion models will necessarily depend on data types other than
those used in this study, for example, remote sensing data.

Section 2 of this paper provides an overview of the TRANS4D software, and section 3 discusses the geodetic
data used to develop the velocity models. Section 4 and its subsections describe the various processes
employed to produce the models. Sections 5 and 6 present the horizontal and vertical components, respec-
tively, of the newly developed velocity model and discuss some geophysical results revealed by this model.
Section 7 presents standard deviations for the model-generated velocities.

2. TRANS4D Overview

TRANS4D enables its users to perform each of the following functions: (1) obtain estimates for 3-D crustal
velocities, (2) obtain estimates for 3-D crustal displacements between two dates, (3) transform 3-D positional
coordinates from one reference frame to another and/or from one date to another, (4) transform certain
types of geodetic observations from one reference frame to another and/or from one date to another, and
(5) transform 3-D crustal velocities from one reference frame to another.

TRANS4D’s Users Guide (contained in the Supporting Information S1) provides details as to how TRANS4D
performs these five functions. To support its capabilities, TRANS4D incorporates numerical models for 3-D
crustal velocity, as well as models for the motion associated with 29 earthquakes (most with moment
magnitude> 6) and a separate model for the postseismic motion associated with the M7.9 Denali Fault
earthquake that occurred in central Alaska on 3 November 2002. This paper focuses on the nature and devel-
opment of only the 3-D crustal velocity models. The Users Guide cites publications describing TRANS4D’s
models for coseismic and postseismic motion. The velocity model includes the 3-D motion associated with
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GIA, as long as it is steady in time (over the past decade or so). This is generally the case except in areas, such
as Alaska, which are undergoing active deglaciation that can produce temporal variations in crustal velocities.
Seasonal and interannual hydrologic loading variations can produce both periodic motion and variations in
vertical motion rates [e.g., Fu et al., 2012; Amos et al., 2014; Argus et al., 2014a; Borsa et al., 2014; Fu et al., 2015].
TRANS4D does not yet include models for such periodic motion, nor does it include models for transient
motion (such as that associated with slow earthquakes).

3. Geodetic Data

The 3-D velocity model contained in TRANS4D (Version 0.1) has been formulated by using 3-D velocity vec-
tors derived from repeated GPS observations, repeated trilateration observations, and repeated very-long-
baseline-interferometry (VLBI) observations at more than 4300 geodetic-quality reference stations. These
geodetically derived velocity vectors were obtained from seven separate solutions. In many cases, a velocity
vector found in one solution may have been computed from essentially the same geodetic data used to com-
pute a velocity vector found in another solution. The seven solutions include the following:

The International GNSS Service (IGS) cumulative solution based on continuous GPS data observed through week
36 of 2013 (GPSWeek 1756) at IGS-affiliated stations distributed around the world (ftp://cddis.gsfc.nasa.gov/gps/
products). The IGS updates its solution on a weekly basis. The IGS solution is based on time series of
GPS-derived positional coordinates that have been created collaboratively by several institutions. The IGS
produces positional coordinates and velocities that are referred to the IGS08 reference frame [Rebischung
et al., 2012]. IGS08 represents a GPS-based realization of the International Terrestrial Reference Frame of
2008 (ITRF2008) [Altamimi et al., 2011]. The IGS considers IGS08 velocities to be essentially equivalent to
ITRF2008 velocities in the sense that there are no known systematic differences between these two sets of
velocities. Recently, the IGS adopted the IGb08 reference frame, whose velocities are also considered to be
essentially equivalent to ITRF2008 velocities.

The U.S. National Geodetic Survey (NGS) solution released on 6 September 2011 [Griffiths et al., 2010]. This
solution provides estimated IGS08-consistent velocities for continuous GPS stations contained in the NGS-
affiliated Continuously Operating Reference Station (CORS) network (geodesy.noaa.gov/CORS/), as well as
most of the IGS-affiliated continuous GPS stations distributed around the world.

The Natural Resources Canada (NRCan) solution for IGS08-consistent velocities at both continuous and episodi-
cally monitored GPS stations located in and around Canada [Craymer et al., 2011].

The MEASURES (Making Earth System Data Records for Use in Research Environments) solution that the Jet
Propulsion Laboratory and Scripps Orbit and Permanent Array Center jointly released in June 2013 [Bock and
Webb, 2012]. This solution provides estimated IGS08-consistent velocities for continuous GPS stations
contained in the Plate Boundary Observatory (pboweb.unavco.org), as well as many other continuous GPS
stations distributed around the world.

The solution published by McCaffrey et al. [2013] which provides velocities for many continuous GPS stations, as
well as for many episodically monitored GPS stations, located mainly in and around northwestern CONUS.
McCaffrey et al. aligned their velocities to the SNARF 2.0 reference frame, which is designed to provide
horizontal velocities relative to “stable” North America [Herring et al., 2008].

The Southern California Earthquake Center (SCEC) solution known as “Crustal Motion Model Four” [Shen et al.,
2011] which provides estimated velocities for continuous GPS stations, as well as for episodically monitored GPS
stations, located mainly in and around southern California. This solution also provides estimated velocities
derived from trilateration data observed in California under the auspices of the U.S. Geological Survey
and from VLBI data observed under the auspices of NASA. Shen et al. aligned their velocities to the
SNARF 1.0 reference frame, which is also designed to provide velocities relative to “stable” North America
[Blewitt et al., 2005].

A solution produced by the University of Alaska Fairbanks (UAF) which provides estimated IGS08-consistent
velocities for continuous GPS stations and episodically monitored GPS stations located in and around Alaska.

Using the combination process described in Appendix A, the geodetically derived velocities from these
seven solutions were used to estimate a single 3-D IGS08 velocity for each of the 4925 unique stations
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contained in one or more of the seven solutions. Of these 4925 stations, approximately 4300 of them are
located in and around the United States and Canada. The remaining stations span the globe.

In this paper, the velocity estimates contained in the seven solutions are referred to as “stage-1” velocities,
and the velocity estimates produced via the combination process are referred to as “stage-2” velocities. In
the next section of this paper, a process to model the stage-2 velocities is described. The resulting models
provide 3-D velocity estimates as a function of latitude and longitude. These modeled velocities are
referred to as “stage-3” velocities in this paper. Stage-3 velocities correspond to the velocities yielded by
the TRANS4D software.

For the approximate geographic area of this study, Figure 1 shows the spatial distribution of the approxi-
mately 4300 geodetic stations that have derived velocity vectors contained in one or more of the seven solu-
tions. The supporting information (Data Set S1) contains estimated IGS08 stage-2 velocities for these geodetic
stations, together with their assigned standard deviations. These standard deviations were not derived via
the combination process. Instead, the standard deviation that was assigned to the estimated IGS08 stage-2
velocity component of a station equals the minimum value of the reported standard deviations, pertaining
to this velocity component, among all of the stage-1 velocities at this station. This standard deviation was
assigned because the various stage-1 velocities for a station are based upon very similar sets of geodetic data
and thus do not represent independent estimates.

Figure 1. Shaded polygonal areas identify six regions for which 3-D crustal velocity models have been developed. The
name of each region appears in black, where Vancouver is abbreviated as “Van.” Blue dots identify locations at which 3-
D velocities have been derived from repeated geodetic observations. Dark brown line segments denote plate boundaries.
Plate names appear in brown, where Juan de Fuca is abbreviated as “JdF”.

Table 1. Attributes of the Modeled Regions

Region Latitude Extent Longitude Extent Grid Spacing

West CONUS 31°N–49°N 107°W–125°W 0.25°
Texas-Louisiana Coast 26°N–33°N 89°W–99°W 0.25°
East CONUS and South Canada 24°N–50°N 66°W–107°W 0.5°
Vancouver 49°N–51°N 120°W–129°W 0.25°
Alaska and West Canada 53°N–73°N 130°W–170°W 0.25°
Mainland Canada 42°N–78°N 52°W–130°W 1° (lat)

1.5°(lon)
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4. Modeling Process Overview

In TRANS4D (Version 0.1), the 3-D velocity model for CONUS, and parts of Alaska and Canada, corresponds to
a composite of six separate models, one for each of the six rectangular-shaped regions displayed in Figure 1.
The geographic extent of each of these six regions was selected on the basis of the region’s data density and
the expected spatial variability of the region’s velocity field. For each of the six regions, the DYNAP-G software
was applied to estimate 3-D IGS08 velocities at the nodes of a regularly spaced 2-D grid in latitude and long-
itude from the IGS08 stage-2 velocities via a least squares process that uses bilinear interpolation in reverse
[Snay et al., 1996, 2013]. Table 1 lists each of the six regions together with the attributes of its associated grid.

Because the solution for each region involved estimating 3-D velocities at many more grid nodes than the
available number of observed velocities in that region, some grid cells contain few or none of the observed
velocity vectors (especially the grid cells located in oceanic areas). For example, the West CONUS (WCONUS)
region contains 7373 grid nodes but only 3237 observed velocity vectors. The observed velocity information
was thus supplemented with quasi-observations which stipulate that—in each of the three dimensions:
north, east, and up—the estimated velocity at a given grid node should approximate the weighted mean
of the estimated velocity vectors at its neighboring nodes. The mathematical formulation for these quasi-
observations is given as equation (7) in [Snay et al., 2013]. Hence, for each grid node, three quasi-observations
were introduced, each with an assigned standard deviation. The values of the assigned standard deviations
were the same from node to node, but they differed from dimension to dimension. The magnitudes of the
assigned standard deviations essentially control the degree of smoothing in each dimension, i.e., the smaller
the standard deviation, the smoother the resulting velocity field would be. The assigned standard deviations
were computed via an iterative process. After performing a preliminary solution with some trial standard
deviations for the quasi-observations, refined standard deviations were computed for the quasi-observations
so that the sum of the squares of the weighted residuals (including both the residuals to the true observa-
tions and the residuals to the quasi-observations) divided by the solution’s degrees of freedom would equal
1 when using the refined standard deviations for the quasi-observations in the final solution.

Note that some regions overlap others. In each overlapping area, the velocity of the composite model equals
the velocity of the topmost regional model in accordance with the order that the regions are listed in Table 1.
For example, velocity estimates for the Texas-Louisiana Coast region supersede velocity estimates for the East
CONUS and South Canada region at all locations where these two regions overlap. Artificial velocities
constraints were sometimes introduced at selected grid nodes located along regional boundaries so as to
minimize discontinuities across these boundaries.

With the exception of the West CONUS (WCONUS) region and the Alaska and West Canada (AK&WCan)
region, the 3-D velocity field of each region was estimated directly from the stage-2 velocities. The
WCONUS region and the AK&WCan region needed to be treated differently because the use of DYNAP-G is
based on the assumption that 3-D velocities vary somewhat smoothly as a function of latitude and longitude.
The velocity fields in WCONUS and AK&WCan fail this assumption because these two regions encompass
active fault systems near the margins of the Pacific, North American, and/or Juan de Fuca plates (see
Figure 1). A velocity field can vary greatly (even discontinuously) across an active fault. (In this paper, the
name “Juan de Fuca” serves as a collective term representing three small tectonic plates of which the Juan
de Fuca plate is the largest. The other two plates include the Gorda plate, located immediately south of
the Juan de Fuca plate, and the Explorer plate located immediately north of the Juan de Fuca plate.)

Section 4.1 describes the special modeling process used for WCONUS, and section 4.2 describes the special
modeling process used for AK&WCan. In section 4.3, the spatial resolution of TRANS4D’s velocity model is
discussed. Section 4.4 addresses the methods used for dealing with discrepant velocities.

4.1. Modeling Process Used in West CONUS

In the case of WCONUS, Robert McCaffrey and Chris Pearson previously developed a geophysical model for its
horizontal velocity field [Pearson et al., 2010; Pearson and Snay, 2013]. These two scientists used the DEFNODE
software [McCaffrey, 1995, 2002] for which the region’s crust is represented by a network of blocks separated
by geologic faults. DEFNODE can apply geodetically derived velocities (and other data) to estimate a Euler
pole for each block (which defines the overall horizontal motion of each block across Earth’s surface) together
with a horizontal strain rate tensor for each block and a slip rate (below a specified depth) for each of several
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specified fault segments located along the block boundaries. McCaffrey and Pearson also used 170 fault slip
rates and 258 fault slip vector azimuths as data to develop their block fault model for the WCONUS region.
McCaffrey and Pearson’s latest horizontal velocity model for WCONUS has been encoded into HTDP
(Version 3.2). This software was used to yield an IGS08 3-D velocity for each geodetic station, located in
WCONUS, at which a stage-2 velocity is also available. (Note that HTDP supplies an estimate of 0.0mm/yr
for the IGS08 vertical velocity of any location.) IGS08 velocity differences, obtained by subtracting the
HTDP-generated velocities from their corresponding stage-2 velocities, were then employed (via the
DYNAP-G software) to estimate a 3-D velocity difference at each node of a 0.25°-by-0.25° grid spanning
WCONUS. The resulting IGS08 3-D velocity difference field was then added to the IGS08 3-D velocity field,
encoded into HTDP, to provide a refined IGS08 3-D velocity field for WCONUS. This process effectively circum-
vents the problem associated with fault-related spatial variability in the horizontal dimensions but not so for
the vertical dimension. However, the tectonic vertical velocities in WCONUS are small enough that their
variability is easily accounted for in the fit using DYNAP-G.

In addition to the six regions identified in Table 1, TRANS4D includes four other regions (San Andreas,
Southern California, Northern California, and Pacific Northwest), each of which resides within the boundary
of the West CONUS region. Each of these four regions is spanned by a 2-D grid with a node spacing smaller
than 0.25°-by-0.25°. Namely, the San Andreas grid has a node spacing of 0.01°-by-0.01°, and the grid for each
of the other three regions has a node spacing of 0.0625°-by-0.0625°. These four regions were inherited from
the latest version of the HTDP software [Snay et al., 2013], which provides a horizontal velocity field for each of
these four high-resolution grids to address the large horizontal velocity variations found in these four regions.
TRANS4D’s 3-D IGS08 velocity field for each of these four regions was obtained via bilinear interpolation of
the West CONUS 3-D IGS08 velocity difference field to the region’s finely spaced grid nodes and then adding
these interpolated velocity differences to HTDP’s 3-D IGS08 velocities at these same nodes. Because HTDP’s
IGS08 vertical velocity equals 0 at all locations, TRANS4D’s vertical velocity field for each of these four
regions simply corresponds to a subset of TRANS4D’s vertical velocity field for the West CONUS region.
Accordingly, the vertical velocity field in each of these four regions effectively has a spatial resolution of
only 0.25°-by-0.25°.

This modeling process identified (or reidentified) some problems with HTDP’s horizontal velocity field for
West CONUS and the other four regions located within West CONUS’ boundary, such as (1) shortcomings
in the block fault geometry used with DEFNODE, (2) neglected postseismic motion associated with some
earthquakes, (3) neglected magmatic activity associated with the Yellowstone hotspot and certain volcanoes,
and (4) neglected motion associated with other geophysical phenomena. The resolution of these problems
will require additional research.

4.2. Modeling Process Used in Alaska and West Canada

Vertical velocities in the AK&WCan region are much larger than those found in the other regions, in some
cases exceeding 30mm/yr. Thus, a purely geophysical model for its 3-D velocity field was developed to
explain the majority of the vertical velocity variations. Then at those stations having stage-2 velocities, 3-D
velocity differences were calculated by subtracting the 3-D velocities, produced by the geophysical model,
from the stage-2 velocities. Then DYNAP-G was applied to these 3-D velocity differences to estimate 3-D velo-
city differences at the nodes of a 2-D grid having a spacing of 1° in latitude and 1.5° in longitude. Finally, the
interpolated velocity difference field was added to the velocity field associated with the geophysical model to
generate the 3-D velocity field adopted for the AK&WCan region. The described strategy relies on using the
geophysical model to address much of the spatial variation occurring in the region’s actual 3-D velocity field.
That is, the use of DYNAP-G was needed only to capture long-wavelength features in the velocity difference
field. So as not to lose the spatial resolution provided by the geophysical models, TRANS4D uses a 2-D grid,
whose nodes have a 0.25° spacing in both latitude and longitude, to represent the region’s velocity field.
Bilinear interpolation was employed to obtain velocity differences for the nodes of the finer grid from those
of the coarser grid.

The geophysical model developed for the AK&WCan region is composed of separate models to address tec-
tonic motion, postseimic motion, and the motion associated with GIA. The tectonic motion model, by itself, is
composed of (1) three tectonic block fault models similar to those developed by McCaffrey and Pearson for
WCONUS and (2) an elastic slip deficit model associated with the subduction of the Pacific plate beneath the
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North American plate. The three block fault models are based on the works of Elliott et al. [2010, 2013] and
Snay et al. [2013]. The vertical motion for all of these block fault models are, mostly, negligible compared
to other parts of the geophysical model, because the motion in these block fault models is primarily asso-
ciated with strike-slip faulting. The elastic slip deficit model along the subduction zone produces substantial
vertical motion. The general pattern of motion is subsidence over the shallow part of the locked region on the
plate interface, paired with uplift centered above the downdip end of the locked zone [Cohen, 1996] given
the very shallow dip of the subduction interface in Alaska. The adopted elastic slip deficit model was devel-
oped using the same approach as the one used in Zweck et al. [2002] and Suito and Freymueller [2009], with a
few updates. A minor error in the former code was corrected, which had led to a small error in the depth of
the plate interface surface. More significantly, the model for the plate interface was extended eastward based
on the findings of Elliott et al. [2013]. The original plate interface model of Zweck et al. [2002] had truncated
the subduction slab along the prominent edge in the slab’s seismicity which had been thought to represent
the edge of the slab. However, Elliott et al. [2013] demonstrated that the locked zone on the subduction inter-
face extended well eastward of this.

The geophysical model for the AK&WCan region also includes a postseismic motion model for the M9.2
Prince William Sound earthquake of 1964 and another for the M7.9 Denali Fault earthquake of 2002. In
the case of the 1964 earthquake, its postseismic motion during the past decade or so is represented simply
as a constant velocity by using the model developed by Suito and Freymueller [2009]. This postseismic
motion has, thus, been assimilated into the Alaskan interseismic velocity field. In the case of the 2002
earthquake, its associated velocity field still varies significantly as a function of time. Thus, TRANS4D treats
its postseismic motion completely separate from the Alaskan interseismic velocity field, as described by
Snay et al. [2013]. Briefly stated, both TRANS4D and HTDP estimate the crustal displacement from time
t1 to time t2 as the sum of three quantities: (1) A constant velocity multiplied by the time difference,
t2� t1, (2) The coseismic displacements associated with all modeled earthquakes occurring between these
two times, and (3) The cumulative postseismic displacements from time t1 to time t2 associated with cer-
tain earthquakes (thus far, TRANS4D includes an explicit postseismic motion model only for the 2002
Denali Fault earthquake).

Because of the transient postseismic motion associated with the 2002 earthquake, GPS-derived velocities
were usually not computed for stations located in the area that deformed during this event; if they were com-
puted, then these “velocities” were based on only pre-2002 data or they were not used for modeling the
interseismic velocity field.

Finally, the geophysical model for the AK&WCan region also includes four separate GIA models, each of
which accounts for one component of the total deglaciation signal. The most important GIA model
addresses ongoing deglaciation that followed the Little Ice Age (LIA) glacial advance, which occurred
roughly between 1550 A.D. and 1850 A.D. [Larsen et al., 2005]. The other three models address the response
to the post-Last Glacial Maximum (LGM) deglaciation in Alaska, in British Columbia, and from the
Laurentide ice sheet. The LGM occurred between 19,000 and 26,000 years ago [Clark et al., 2009]. In
Canada and the United States, most of the LGM-associated ice sheets had melted more than 6000 years
ago. The velocity predictions of the other three models are small, mostly less than 2mm/yr in total, over
the region covered by the AK&WCan model.

The post-LIA GIA model is based on an ice unloading model determined from Berthier et al. [2010] for the ice-
thinning rates across the region. The extrapolation of late twentieth century rates to the full unloading history
was based on Larsen et al. [2005], which is specific to southeastern Alaska, but no better estimates are avail-
able for other areas. The data from southeastern Alaska revealed that it was necessary to account for the time
dependence of the ice-thinning rate since the late 1990s in more detail than Larsen et al. [2005]. Thus,
separate scaling factors were estimated for the unloading rates for the 1992–2003 and the 2003–2012 time
periods. These data also revealed that both periods required substantially faster overall ice loss than the late
twentieth century average. For this project, the average uplift rate over 1992–2012 was adopted for the post-
LIA model. The results predict significant temporal variations in velocity (at the level of a few to several
mm/yr) within this 20 year time period, and various site time series confirm this. However, for this model,
the long-term average was used because of uncertainties in predicting future interannual or other short-term
variations in uplift rate.

Journal of Geophysical Research: Solid Earth 10.1002/2016JB012884

SNAY ET AL. MODELING 3-D CRUSTAL VELOCITIES 7



The best fit Earth model has a 55 km thick elastic layer located over a 250 km thick asthenospheric layer hav-
ing a viscosity of 3 · 10�19 Pa s. There is a notable trade-off between the asthenospheric layer’s thickness and
viscosity, with a thinner asthenospheric layer requiring a lower viscosity. Below this asthenospheric layer, the
VM5a viscosity model of Peltier and Drummond [2008] was adopted.

The three post-LGM models amount to a total effect of ~ 1–2mm/yr or less (except perhaps within 50 km of
the region’s eastern boundary at 130°W). The effect of the main continental ice sheet is small because of the
long distance between Alaska and the main ice lobes, and the effect of the post-LGM collapse of ice in Alaska
is small because the asthenospheric viscosity is low. For the Laurentide model, the ICE-3G ice model
[Tushingham and Peltier, 1991] was used, and the predictions of two different rheological models for
Alaska (one unpublished and the other by Sato et al. [2012]) were averaged. For the Alaska LGM model,
predictions of the University of Maine ice sheet model (L. Wheeler, personal communication, 2014) were
adopted. The University of Maine model cuts off in southeastern Alaska, so it was augmented with the model
of James et al. [2009] for the loss of ice in British Columbia. The effects of all these models amount to less than
2mm/yr of vertical motion.

Because of some large residuals to some observed vertical velocities, the combined GIA model is considered
to have some clear shortcomings in some locations, which will require significant new research to address. In
southeastern Alaska the model provides a good fit to the data, although the uplift rates here are time variable
due to the time-varying ice mass loss rates. In the Cook Inlet and Kenai Peninsula area, the GIA model appears
to overestimate the rate of present-day uplift. The likely cause of this is the different temporal pattern of
twentieth century ice loss from the Harding and Sargent ice fields on the Kenai Peninsula and surrounding
glaciers, compared to southeastern Alaska. Evidence suggests that the mass loss in the Kenai area began ear-
lier and has slowed down in recent decades, while mass loss in southeastern Alaska has accelerated. An
exception to this is the Columbia Glacier in Prince William Sound, which lost little ice until ~1980 and then
began an extremely rapid retreat. Thus, the scaling factors used with the Berthier et al. [2010] late twentieth
century average rate are not quite appropriate for the Kenai Peninsula, and the model overestimates today’s
uplift rate.

4.3. Spatial Resolution of TRANS4D’s Velocity Model

Figure 1 exhibits significant spatial variation in the density of the geodetic sites used in this study. Velocity
data at these sites provide good coverage along most of the Pacific Coast, especially in the WCONUS region,
the Vancouver region, and the AK&WCan region. Consequently, TRANS4D’s velocity model for each of these
three regions features a grid whose nodes are spaced 0.25° apart in both latitude and longitude. The grid for
the Texas-Louisiana Coast region also has a 0.25° spacing among its nodes, not because the available geode-
tic data supports such a fine spacing but because its vertical velocity field warrants it. A node spacing of 0.25°
roughly corresponds to a distance of 25 km between nodes along a meridian of longitude and a distance of
25 km times the cosine of the latitude along a parallel of latitude. Consequently, the resulting velocity model
cannot properly represent a crustal velocity feature whose footprint is less than 25 km in extent.

The spatial resolution of TRANS4D’s velocity model is even coarser in the East CONUS and South Canada
region where the node spacing equals 0.5°, and in the Mainland Canada region where the node spacing
equals 1° in latitude and 1.5° in longitude. For sure, there are some geographic areas where the available data
would support a closer node spacing, for example, along the U.S. mid-Atlantic Coast and in parts of Michigan,
Ohio, New York, and North Carolina. Also, for HTDP, the horizontal velocity fields for some areas within West
CONUS have previously beenmodeled using a node spacing of 0.0625° or less [Snay et al., 2013] but not so for
the vertical velocity fields in these areas. Thus, it is possible to improve upon the results presented in this pub-
lication, even using only the currently available geodetic data, although it would require further investigation
of the noise present in the velocity field.

4.4. Dealing With Discrepant Velocity Data

In several areas, large discrepancies between stage-2 velocities and their corresponding stage-3 velocities
occur. Such discrepancies occur especially in the vertical dimension because vertical velocities can vary
greatly in both the spatial domain and the temporal domain. When the magnitude of a discrepancy (in
any dimension) exceeded 3 times the standard deviation of its corresponding stage-2 value, then either
the 3-D stage-2 velocity was removed from the input data file or the associated standard deviation was

Journal of Geophysical Research: Solid Earth 10.1002/2016JB012884

SNAY ET AL. MODELING 3-D CRUSTAL VELOCITIES 8



increased in value in the input data file. Then the 3-D velocity field was reestimated by applying DYNAP-G to
the revised input data file.

Large discrepancies between stage-2 vertical velocities and their corresponding stage-3 velocities were
found in southern California (groundwater withdrawal), parts of coastal Texas (groundwater withdrawal),
near the Yellowstone hotspot (magmatic activity), southwestern Alaska (volcanic activity), and southeastern
Alaska (modern-day deglaciation). In many of these areas, sufficient geodetic data exist to produce vertical
velocity models having better spatial resolution than TRANS4D’s current models; however, temporal velocity
variations also need to be addressed.

5. Horizontal Velocity Field

Figure 2 presents TRANS4D’s horizontal velocity field relative to the NA12 reference frame that was devel-
oped by Blewitt et al. [2013]. The NA12 reference frame was designed to minimize horizontal velocities at
locations thought to be located in the “stable” part of the North American plate. For developing this refer-
ence frame, Blewitt et al. considered only continuous GPS stations, each of whose motion is well repre-
sented by a constant velocity as indicated by the station’s positional time series, at least over a data
segment spanning more than 4.5 years. These authors then selected 30 of these stations, which they con-
sidered to be located in the “stable” part of the North American plate. They then used IGS08-consistent
velocities, that they had estimated for these 30 stations, to estimate values for the three rotation rate

parameters ( _Rx, _Ry, and _Rz), of a seven-parameter similarity transformation, which would transform these
30 IGS08 velocities into 30 velocities whose horizontal components are minimal in value in an RMS sense.
Equation (A2) of Appendix A represents such a similarity transformation. Blewitt et al. constrained the other four

parameters ( _Tx, _Ty, _Tz, and _S ) involved in their similarity transformation to equal 0 in value. In summary, NA12
velocities are obtained by applying this similarity transformation to IGS08 velocities.

Figure 2. Estimated NA12 horizontal velocities. Contour colors indicate velocity magnitude, and dark red arrows indicate
velocity direction when the velocity magnitude exceeds 1mm/yr. Pink dots are located within areas where a velocity’s
north-south component and/or its east-west component have a standard deviation that exceeds 2mm/yr. Orange dots
represent the 30 GPS sites whose velocities were employed to define the NA12 reference frame. Purple line segments
denote regional boundaries, and dark brown line segments denote plate boundaries.
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The 30 selected stations are all located in southeastern CONUS. They are located to the east of longitude
104.6°W to avoid the crustal deformation associated with the Basin and Range Province and the Rio
Grande Rift [e.g., Kreemer et al., 2010; Berglund et al., 2012]. Also, they are located south of latitude 40.2°N to
minimize the horizontal deformation associated with the GIA related to the melting of ice fields formed during
the Last Glacial Maximum (LGM). Blewitt et al. report that relative to the NA12 frame, these 30 stations have an
RMS velocity about zero of 0.2mm/yr in the north-south dimension and 0.3mm/yr in the east-west dimension,
some fraction of which results from far-field GIA. In addition to the horizontal velocity variation among the
30 stations, these stations may be moving horizontally together in some systematic way due to far-field GIA.
Such collective motion, if it were to exist, would bias the NA12 reference frame relative to a truly “stable”
North American reference frame. Thus, GIA effects were further explored in this study.

5.1. Removing GIA-Related Motion to Locate “Stable” North America

Peltier et al. [2015] and Argus et al. [2014b] recently introduced the ICE-6G_C (VM5a) model that describes
the LGM ice load history. Their model also provides estimates for the present-day GIA-related 3-D crustal
velocities associated with the melting of the LGM ice fields. Note that most of this melting occurred
more than 6000 years ago. Although their model is global in extent, Figures 3 and 4 presents its estimated
GIA-related velocity fields in the horizontal and vertical dimensions, respectively, but only for the vicinity of
North America. Figure 3 indicates that GIA-related horizontal motion occurs throughout much of the
United States and Canada. In particular, locations in southeastern CONUS are tending to move northward
on the order of 1mm/yr. Thus, the location of “stable” North America depends on whether or not this motion
is taken into full consideration. In the following, a “GIA-modified velocity” is defined as a 3-D IGS08 velocity
minus the 3-D velocity (at the same location) which is generated by the ICE-6G_C(VM5a) model.
Hypothetically, the collection of GIA-modified velocities are referred to a reference frame that has the same
origin and scale as IGS08 velocities because the developers of the ICE-6G_C(VM5a) model used IGS08 vertical
velocities at selected geodetic sites to calibrate this GIA model. The goal is to find a seven-parameter similar-
ity transformation to a new reference frame such that the transformed GIA-modified velocities exhibit little or
no horizontal motion at sites located in “stable” North America. The resulting reference frame is herein called

Figure 3. Present-day horizontal velocities due to the GIA associated with the past melting of the ice fields that formed
during the Last Glacial Maximum. These velocities were estimated using the ICE-6G_C (VM5a) model. Contour colors
indicate velocity magnitude, and dark red arrows indicate both velocity direction and magnitude.
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NA_ICE-6G. Note that this is not a reference frame appropriate for any arbitrary set of velocity vectors; it is,
however, a reference frame appropriate for GIA-modified velocity vectors. Also, the concept of “stable”
now refers to that part of a tectonic plate that does not experience any significant deformation other than
that due to the GIA associated with the melting of the LGM ice sheets.

The search for “stable” North America started with the selection of 39 GPS sites that supposedly reside
in “stable” North America and whose IGS08 velocities are well determined. Figure 5 depicts the locations
of these 39 sites. The IGS08 velocities at these 39 sites were then converted to GIA-modified velocities by
subtracting corresponding velocities generated by the ICE-6G_C(VM5a) model. The next step was to estimate
values for the seven transformation parameters that would minimize (in an RMS sense) the horizontal
components of the transformed GIA-modified velocities. Unfortunately, the 39 sites span too small of a geo-

graphic area to robustly estimate the three translation rates ( _Tx, _Ty, and _Tz) and the differential scale rate ( _S).
Thus, seven transformation parameters for each of five additional tectonic plates (Antarctica, Australia,
Eurasia, Pacific, and South America) were also estimated simultaneously with the seven transformation para-
meters for the North American plate, with the condition that each of the three translation rates and the dif-
ferential scale rate share the same value for each of the six tectonic plates. Also, GIA-modified 3-D velocities
for sites considered to be located in the “stable” parts of these five additional tectonic plates were included in
the estimation process. In total, the least squares process employed GIA-modified 3-D velocities at 157 geo-
detic sites on six tectonic plates to estimate values for 22 transformation parameters (three rotation rates for
each of six plates, plus three translation rates and one differential scale rate). These 157 sites form a subset of
those employed by Altamimi et al. [2012] to develop a plate motion model for ITRF2008.

The GIA-modified velocity at each of the 157 sites gives rise to three observation equations, one for each velo-
city component (north, east, and up). The observation equation for each velocity component was assigned a
weight w in accordance with the equation

w ¼ σ12 þ σ22
� ��1

(1)

where σ1 equals the standard deviation of the corresponding component of the stage-2 IGS08 velocity and
σ2 equals an empirically determined value approximating a standard deviation that characterizes the

Figure 4. Present-day vertical velocities due to the GIA associated with the past melting of the ice fields that formed during
the Last Glacial Maximum. These velocities were estimated using the ICE-6G_C (VM5a) model.
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uncertainty associated with both the GIA-modeled velocities and any other non-GIA motion occurring at
the corresponding geodetic site. Values for σ2 were obtained iteratively. First, two initial values for σ2 were
adopted: one denoted σh0 for use with each horizontal velocity component, and another denoted σu0 for
use with the vertical velocity component. Then a preliminary solution to the least squares equations was
calculated by minimizing the quantity

Q ¼
X

i¼1

157
wn;i •vn;i

2 þ we;i •ve;i
2 þ wu;i •vu;i

2
� �

(2)

where (vn,i, ve,i, vu,i) denote the north, east, and up components (respectively) of site i’s transformed velocity
relative to the “stable” part of its corresponding tectonic plate and where (wn,i, we,i, wu,i) denote the assigned
weights to the corresponding observation equations.

Updated values for σ2, denoted σh and σu, were then computed via the equations

σh ¼ σh0 •
X

i¼1

157
wn;i •vn;i

2 þ we;i •ve;i
2

� �h i
= 2 •157� 18½ �

n o0:5
(3)

σu ¼ σu0 •
X

i¼1

157
wu;i •vu;i

2
� �h i

= 157� 4½ �
n o0:5

(4)

The denominator in equation (3) approximates the degrees of freedom involved in solving for the 18
rotation rates; the denominator in equation (4) approximates the degrees of freedom involved in solving
for the three translation rates and the single differential scale rate. The resulting value for σh equals
0.4mm/yr, and that for σu equals 0.8mm/yr. In an overly simplistic manner, the value for σh may be con-
sidered to represent a nominal standard deviation for each horizontal component of the GIA velocities

Figure 5. NA_ICE-6G horizontal velocities obtained by transforming IGS08 velocities after subtracting post-LGM-GIA-related
velocities from them. Contour colors indicate velocity magnitude, and dark red arrows indicate velocity direction when the
velocity magnitude exceeds 1mm/yr. Pink dots are located within areas where a velocity’s north-south component and/or
its east-west component have a standard deviation that exceeds 2mm/yr. Orange dots represent the 39 GPS sites whose
velocities were employed to define the NA_ICE-6G reference frame. Purple line segments denote regional boundaries, and
dark brown line segments denote plate boundaries.
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generated using the ICE-6G_C (VM5a) model. Similarly, the value for σu may be considered to represent a
nominal standard deviation for the vertical component of such velocities. However, both σh and σu also
incorporate the uncertainty associated with the non-GIA motion occurring at the included 157 sites. For
example, such non-GIA motion includes land subsidence due to groundwater withdrawal which may be
occurring at any of the 157 sites. It should be noted that the estimation process actually began with
162 sites of which five were discarded (the site known as DUCK was the only discarded site located in
North America) because each of the transformed velocities at these five sites had a component whose
residual had an absolute value more than 3 times greater than its corresponding standard deviation.
The supporting information contains a file (Data Set S2) displaying various statistics associated with the
remaining 157 sites.

Table 2 presents the values for the 22 transformation parameters which were estimated using the resulting
values for σh and σu. Note that none of the estimated values for the three translation rates differs signifi-
cantly from 0 at the 95% confidence level. Hence, the origin of the new NA_ICE-6G reference frame is
not moving significantly relative to the origin of IGS08. Also, the estimated value of the differential scale
rate does not differ significantly from 0 at the 95% confidence level. Hence, the scale of NA_ICE-6G is
not changing relative to the scale of IGS08. These results attest to the consistency of the model-generated
GIA velocities with the IGS08 reference frame. This consistency might have been expected because the
ICE-6G_C (VM5a) model had been calibrated by using GPS-derived IGS08 vertical velocities at selected
geodetic sites. Nevertheless, it is reassuring to have empirical corroboration of this consistency.

Figure 5 presents the horizontal velocity field formed by GIA-modified IGS08 velocities after they have been
transformed to the NA_ICE-6G reference frame using the seven transformation parameters estimated for
North America. For simplicity, the velocities displayed in Figure 5 will be referred to as “NA_ICE-6G horizontal
velocities”. Note that these velocities may reflect (1) errors in the ICE-6G_C (VM5a) model, (2) errors in
the derived stage-3 velocities, and/or (3) motion due to phenomena other than post-LGM GIA (such as
tectonic-related deformation and motion associated with modern-day deglaciation).

As compared to Figure 2, Figure 5 provides a better idea as to the whereabouts of “stable” North America. As
shown in Figure 5, the NA_ICE-6G horizontal velocities at locations east of longitude 104°W and south of
latitude 60°N are everywhere less than 2mm/yr, except in southern Texas. Thus, most of this area is located
within the “stable” part of the North American tectonic plate, although some of it is currently deforming due
to post-LGM GIA.

5.2. Horizontal Motion Outside of “Stable” North America

The NA_ICE-6G horizontal velocity field occurring within the part of Canada located to the north of latitude 60°N
remains much of a mystery due to a lack of geodetic data. For the area west of longitude 104°W, its NA_ICE-6G
horizontal velocities aremostly due to other phenomena as discussed in the remaining paragraphs of this section.

The area of western CONUS located near the Pacific Coastmoves in response to tectonic interactions among the
North American, Pacific, and Juan de Fuca plates. These three plates meet at a point known as the Mendocino
Triple Junction (MTJ), which is located less than 100 kmwest of the California coast and slightly north of latitude
40°N. South of the MTJ, right lateral shearing between the North American plate and the Pacific plate causes
NA_ICE-6G horizontal velocities in California to be northwesterly oriented in general. The boundary zone
between these two plates eventually comes ashore south of the MTJ so that much of southwestern California

Table 2. Estimated Values for the Parameters Defining Six Similarity Transformations, Each Converting GIA-Modified Velocities to Velocities Referred to the “Stable”
Part of a Given Tectonic Platea

Plate Number of Sites _Rx (nrad/yr) _Ry (nrad/yr) _Rz (nrad/yr) _Tx (mm/yr) _Ty (mm/yr) _Tz (mm/yr) _S (ppb/yr)

North America 39 0.200 (0.025) �3.310 (0.048) �0.344 (0.040) �0.07 (0.11) 0.20 (0.13) �0.18 (0.12) �0.018 (0.012)
Antarctica 7 �1.070 (0.033) �1.502 (0.037) 3.172 (0.088)
Australia 17 7.348 (0.042) 5.671 (0.037) 5.858 (0.035)
Eurasia 66 �0.498 (0.030) �2.444 (0.024) 3.708 (0.033)
Pacific 18 �1.894 (0.036) 5.000 (0.025) �10.595 (0.027)
South America 10 �1.267 (0.048) �1.519 (0.049) �0.650 (0.037)

aValues in parentheses correspond to associated standard deviations. nrad = nanoradians, ppb = parts per billion.
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resides on the Pacific plate. The largest horizontal velocity gradients in CONUS occur across the onshore part of
this boundary zone which is composed of several geologic faults, the most dominant of which is the San
Andreas fault. In some California areas located to thewest of this boundary zone, NA_ICE-6G horizontal velocities
exceed 48mm/yr in magnitude. Pearson and Snay [2014] discuss the deformation occurring in southwestern
CONUS in some detail.

Upon moving northward from the MTJ, NA_ICE-6G horizontal velocities gradually change orientation from
northwesterly to northeasterly in a clockwise fashion. This orientation change is due to the subduction of
the Juan de Fuca plate beneath the North American plate. The horizontal motion in western Oregon is essen-
tially realized as clockwise rotation about a pole located near the Oregon-Idaho border. In Washington State,
NA_ICE-6G horizontal velocities are oriented northeasterly, essentially parallel to the direction at which the
Juan de Fuca plate is moving relative to the North American plate. McCaffrey et al. [2013] discuss the defor-
mation occurring in northwestern CONUS in great detail.

Within the area of southwestern CONUS, which is roughly located east of California and west of longitude 110°W
and south of 43°N, NA_ICE-6G horizontal velocities are oriented essentially westerly, and they grow inmagnitude

Figure 6. NA_ICE-6G horizontal velocities obtained by transforming IGS08 velocities after subtracting post-LGM-GIA-
related velocities from them. Contour colors indicate velocity magnitude, and dark red arrows indicate velocity direction.
Purple dots are located within areas where a velocity’s north-south component and/or its east-west component have a
standard deviation that exceeds 2mm/yr. The red curve identifies the surface trace of that part of the Denali fault which
ruptured during the 2002 earthquake.
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from east to west. This area is undergoing east-west extension that is likely driven by gravitational collapse of the
elevated continent [Jones et al., 1996; Thatcher et al., 1999; Hammond and Thatcher, 2005].

In Canada, as in CONUS, the largest NA_ICE-6G horizontal velocities are found along the Pacific Coast due to tec-
tonic interactions among the North American, Pacific, and Juan de Fuca plates. These three plates meet for a sec-
ond time slightly to the northwest of Vancouver Island. To the south of this triple junction, NA_ICE-6G horizontal
velocities are oriented northeasterly due to the subduction of the Juan de Fuca plate beneath the North American
plate. To the north of this triple junction, NA_ICE-6G horizontal velocities are consistent with the right lateral
shearing associated with the relative motion between the Pacific plate and the North American plate. Along
Canada’s west coast, NA_ICE-6G velocities found north of this triple junction are less than 10mm/yr inmagnitude,
because the Pacific-North American plate boundary is located offshore to the west of Canadian landmasses.

Figure 6 presents an enlargement of the part of Figure 5, which depicts NA_ICE-6G horizontal velocities for the
area located in and aroundAlaska. According to Figure 6, much of Alaska’s west coast ismoving southeasterly at
a rate of more than 3mm/yr relative to the “stable” part of the North American plate. Cross and Freymueller
[2008] provide evidence supporting the existence of a tectonic plate that these authors call the Bering plate.
This hypothesized plate encompasses the Bering Sea, western Alaska, and the Aleutian Islands. Unfortunately,
insufficient geodetic data exist in this part of Alaska to determine the exact location of the boundary between
the Bering plate and the North American plate. Therefore, the horizontal velocities found in and around western
Alaskamay be occurring on the Bering plate or on that part of the North American plate, which is deforming as a
result of its interaction with the Bering plate.

According to Figure 6, NA_ICE-6G horizontal velocities along a large extent of the northwest coast of Cook
Inlet exceed 10mm/yr in magnitude, and these velocities are oriented almost directly toward the trench that
forms the interface between the Pacific plate and the North American plate. According to Suito and
Freymueller [2009], this feature of the present-day velocity field is associated with postseismic relaxation
following the M9.2 Prince William Sound earthquake of 1964, in particular, the relaxation that is occurring in
the viscous mantle that resides in the wedge existing above the subducting Pacific plate and below the overrid-
ing North American plate. These rather large trenchward velocities provide evidence that significant postseismic
deformation associated with the 1964 earthquake is continuing even 50 years after the earthquake.

The horizontal velocity field found near Alaska’s Pacific coast and to the east of longitude 155°W has been
discussed in great detail by Suito and Freymueller [2009], Elliott et al. [2010], Elliott et al. [2013], and
Marechal et al. [2015]. The horizontal velocity field found near Alaska’s Pacific coast and to the west of long-
itude 155°W is complex due to volcanic and seismic activities [Cross and Freymueller, 2008; Gong et al., 2015].
The horizontal velocity field occurring in northeastern Alaska remains uncertain due to a lack of geodetic data
and to ongoing postseismic motion associated with the M7.9 Denali Fault earthquake of 2002.

6. Vertical Velocity Field

Figure 7 presents a contour map of TRANS4D’s IGS08 vertical crustal velocity field for CONUS and most
of Alaska and Canada. The fact that this velocity field is referred to IGS08 implies that these velocities approx-
imate motion relative to Earth’s center of mass. However, it is possible that IGS08 velocities may include a 3-D
velocity bias having a magnitude on the order of 0.5mm/yr relative to the Earth’s center of mass. Thus, in this
report, a location is considered to be “uplifting” only if its estimated IGS08 vertical velocity exceeds 1.0mm/yr,
and a location is considered to be “subsiding” only if its estimated IGS08 vertical velocity is less than
�1.0mm/yr. Vertical velocity differences between locations separated by less than a few hundred kilometers
can, however, be considered to be more accurate, because the aforementioned velocity bias will essentially
cancel out within such distances.

Themost widespread feature of the estimated vertical velocity field corresponds to post-LGMGIA. This assertion
may be deduced by comparing the vertical velocities depicted in Figure 7 with those depicted in Figure 4. Recall
that Figure 4 displays the present-day vertical velocity field produced by the ICE-6G_C (VM5a) model. This
GIA-relatedmotion is associated with uplift acrossmost of Canada and subsidence across much of north central
CONUS. Figure 8 presents the residual vertical velocities that were computed by subtracting the vertical veloci-
ties depicted in Figure 4 from their corresponding vertical velocities depicted in Figure 7. These residual vertical
velocities may be due to (1) errors in the ICE-6G_C (VM5a) model, (2) errors in the derived stage-3 velocities,
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Figure 8. Residual vertical velocities obtained by subtracting post-LGM-GIA-related velocities from estimated IGS08
velocities. Purple dots are located within areas where vertical velocities have standard deviations exceeding 2mm/yr.
Purple line segments denote regional boundaries, and dark brown line segments denote plate boundaries.

Figure 7. Estimated IGS08 vertical velocities. Purple dots are located within areas where vertical velocities have standard
deviations exceeding 2mm/yr. Purple line segments denote regional boundaries, and dark brown line segments
denote plate boundaries.
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and/or (3) motion due to phenomena other than post-LGM GIA (such as the land subsidence associated with
groundwater withdrawal and/or the GIA associated with modern-day deglaciation).

Some areas of pronounced residual vertical velocities are addressed in the following few paragraphs.

The largest residual vertical velocities occur in southeastern Alaska where residual uplift rates on the order of
30mm/yr are found (see Figure 9). As mentioned previously, uplift rates in this area are associated with
ongoing deglaciation following the Little Ice Age glacial advance [Larsen et al., 2005]. Large discrepancies
between stage-2 vertical velocities and their corresponding stage-3 vertical velocities also occur in southeastern
Alaska, because the actual uplift rates vary greatly in both the spatial domain and the temporal domain.
As indicated in Figure 1, the existing data density across southeastern Alaska is excellent. Hence, in future
studies, velocity models with finer spatial resolution can be developed for this area, but a different approach
would be needed to address the temporal velocity variations found in southeastern Alaska.

Figure 8 displays three other areas of significant spatial extent where vertical velocity residuals exceed
3mm/yr in magnitude and where adequate geodetic data are available: (1) Vancouver Island, (2) Labrador
and the mouth of the St. Lawrence River, and (3) western Alberta (residual subsidence in southern
Saskatchewan exceeds 2mm/yr). The uplift found in and around Vancouver Island is associated with the sub-
duction of the Juan de Fuca plate beneath the North American plate. The latter two regions show similar

Figure 9. Residual vertical velocities obtained by subtracting post-LGM-GIA-related velocities from estimated IGS08 velo-
cities. Purple dots are located within areas where vertical velocities have standard deviations exceeding 2mm/yr. Dark
brown line segments denote plate boundaries.
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characteristics in the 3-D residuals. Both regions have nearby paired regions of positive and negative ver-
tical velocity residuals, with NA_ICE-6G horizontal velocities being small over the region of residual uplift
and on the order of 2mm/yr over the region of residual subsidence. The NA_ICE-6G horizontal velocities
point roughly toward the region of residual subsidence. These features may result from the ICE-6G model
having misestimated the LGM ice load history in these areas. Shifting some of the ice load laterally could
explain these residual features; for example, the ice load model may have underestimated the amount of
ice that had existed above western Alberta while overestimating the amount over southern Saskatchewan.
Note that Peltier et al. [2015] previously identified large vertical velocity residuals occurring in western
Alberta and southern Saskatchewan as indicated by profiles JJ′ and HH′ which appear in Figures 4 and 5
of their paper.

Figure 8 also displays several additional areas of significant spatial extent where vertical velocity residuals
exceed 3mm/yr in magnitude. These latter areas, however, are distributed across the northern extremes of
North America where adequate geodetic data are currently unavailable. In such areas, it may be constructive
to supplement the available geodetically derived velocities with velocity information from the ICE-6G_C
(VM5a) model to improve TRANS4D’s current velocity model. This suggestion is based on the fact that several
types of nongeodetic information have contributed to the development of the ICE-6G_C (VM5a) model. To
illustrate how the use of ICE-6G_C (VM5a) velocities may improve future TRANS4D velocities, consider the
residual vertical velocities located near latitude 62.5°N and longitude 103°W. As shown in Figure 8, this area
experiences vertical velocities less than�3mm/yr after post-LGM, GIA-related velocities have been removed.
This apparent subsidence, however, is due to large post-LGM-GIA-related uplift rates in this area, as is shown
in Figure 4. TRANS4D’s velocity model did not capture the effect of this GIA-related uplift because geodeti-
cally derived velocities are lacking in this area. The existence of this GIA-related uplift, nevertheless, has been
independently corroborated via gravity observations obtained using the satellites of NASA’s Gravity Recovery
and Climate Experiment (GRACE) mission [see Peltier et al., 2015, Figure 6].

Another limitation of TRANS4D’s velocity model is that the derived vertical velocity at a geodetic station
roughly corresponds to the vertical velocity occurring at the depth to which the station is anchored. Thus,
in southern Louisiana, for example, where many continuously monitored GPS stations are located on
structures that are anchored 10m or more beneath Earth’s surface, a GPS-derived vertical velocity may differ
significantly from its corresponding surface velocity because of differential compaction within shallow sub-
surface material, sediment loading, and/or erosion. As a result, significant differences exist between
TRANS4D’s residual vertical velocity field for Louisiana and that reported by Shinkle and Dokka [2004], who
primarily employed leveling observations involving both shallowly and deeply anchored geodetic stations.
TRANS4D’s residual vertical velocity field in Louisiana agrees better with that reported by Dokka et al.
[2006] because both studies are based on data from deeply anchored continuous GPS stations only. In their
study, Dokka et al. [2006] attribute part of the subsidence, observed in southern Louisiana, to slip on normal
faults that dip southward.

As previously mentioned, TRANS4D’s vertical velocity model does not adequately capture ongoing subsi-
dence pockets that occur in California and eastern Texas. These subsidence pockets result from the with-
drawal of groundwater. Future TRANS4D models will need to employ grids whose internode spacing is
smaller than 0.25°-by-0.25° to better characterize such subsidence. The same is true for modeling the uplift
occurring near the Yellowstone hotspot, TRANS4D’s model will need to employ grids whose internode
spacing is smaller than 0.25°-by-0.25°.

Yet another limitation of TRANS4D’s velocity model is that it overlooks periodic motion, such as that asso-
ciated with hydrologic, oceanic, and/or atmospheric loading. The effect of periodic motion, however, has
been mitigated somewhat in this study by using a velocity derived at a continuous GPS station only if this
station’s observations span at least 3 years and this station’s positional time series contains no identifiable dis-
continuity during at least one 3 year time span and, for some of the solutions, by estimation of seasonal per-
iodic motion terms. Note that periodic motion may bias a velocity derived from episodic observations at a
station if the timing of the observations is out of phase with the periodicity of the local crustal motion.
With the dominant mode of periodic motion being annual in nature, it would be best to perform repeated
observational surveys at the same times each year, unless the surveys are being performed specifically to
study periodic crustal motion.
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7. Standard Deviations

Because the DYNAP-G software estimates 3-D velocities at the grid nodes via a rigorous least squares process,
this software produces standard deviations for the three components of these estimated velocities. Standard
deviations for the three components of velocities at other locations were approximated from those at the
grid nodes via bilinear interpolation. Figure 10 presents the maximum of the north-south standard deviation
and the east-west standard deviation for the horizontal velocity field presented in Figure 2. Large standard
deviations, occurring north of latitude 60°N and in Mexico south of latitude 31°N, reflect the sparseness of
GPS-derived velocities throughout these two areas. Abrupt spatial changes among estimated standard devia-
tions often occur across regional boundaries. In particular, a drastic change occurs across the boundary
between the West CONUS region (where the node spacing equals 0.25°) and the East CONUS and South
Canada (ECoSCan) region (where the node spacing equals 0.5°). In the vicinity of this boundary, the density
of GPS-derived velocities is similar for both regions, but in West CONUS, its data are being applied to estimate
velocities at 4 times as many nodes per unit of area than is the case for ECoSCan. Hence, standard deviations
are higher on the immediate west side of this boundary.

Another factor also comes into play in determining standard deviations. The DYNAP-G estimation process
includes three quasi-observations at each grid node, one for each spatial dimension—north, east, and up.
These quasi-observations cause the 3-D velocity vector at a node to approximate the mean of the 3-D
velocities occurring at the eight neighboring nodes. The inclusion of these quasi-observations is required
to estimate velocities at those grid nodes located where there are few or no geodetically derived velocities.
These quasi-observations also serve to spatially smooth the estimated velocity field. In each region, these
quasi-observations tend to be weighted in inverse proportion to the spatial variation of the velocity field
throughout that region. Thus, the quasi-observations for ECoSCan are weighted more heavily than those for
West CONUS, because velocities in ECoSCan exhibit less spatial variation than those in West CONUS.

Figure 10. Standard deviations associated with estimated IGS08 horizontal velocities. The contour color denotes the
greater of two standard deviations, the one associated with the corresponding velocity’s north-south component and
the one associated with its east-west component. Purple line segments denote regional boundaries, and dark green line
segments denote plate boundaries.
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Accordingly, if ECoSCan and West CONUS were to share the same node spacing, standard deviations in
ECoSCan would generally be lower than they would be in West CONUS in areas where these two regions have
similar data densities. Differences in the standard deviations across the boundary between Mainland Canada
and ECoSCan reflect the effect of the weights applied to their respective quasi-observations. In the vicinity of
this boundary, standard deviations are generally higher in Mainland Canada than they are in ECoSCan, because
the horizontal velocity field exhibits greater spatial variation throughoutMainland Canada than it does through-
out ECoSCan. In the vicinity of their common boundary, standard deviations are generally higher in Mainland
Canada than they are in ECoSCan even though there are 6 times more nodes per unit of area in ECoSCan than
there are in Mainland Canada.

Figure 11 presents standard deviations for the vertical velocity field shown in Figure 7. The standard deviation
of a vertical velocity is generally greater than that of either of its corresponding horizontal velocity components.
In other respects, Figures 10 and 11 exhibit similar spatial patterns.

8. Summary

A numerical model for 3-D crustal velocities as a function of latitude and longitude has been developed for
CONUS and parts of Alaska and Canada. This model forms the foundation for a prototype of the TRANS4D soft-
ware. TRANS4D is being developed to enable geospatial professionals and others to transform 3-D positional
coordinates across time and between spatial reference frames. TRANS4D represents a significant upgrade to
the HTDP software that addresses only the horizontal crustal motion occurring in CONUS and parts of Alaska.

The velocity model for TRANS4D was derived mostly from repeated geodetic data collected at approximately
4300 stations. Velocities at these stations were extracted from seven separate solutions, each involving some sub-
set of the total number of stations. A quasi-least squares process was applied to obtain a unique IGS08 velocity at
each station. The resulting IGS08 velocities were then used to create a separate 3-D velocity model for each of six
rectangular-shaped regions. Within each of these six regions, a regularly spaced 2-D grid (in latitude and longi-
tude) was specified, and then (using the DYNAP-G software) bilinear interpolation in reverse was applied to the

Figure 11. Standard deviations associated with estimated IGS08 vertical velocities. Purple line segments denote regional
boundaries. Dark green line segments denote plate boundaries.
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IGS08 velocities at the stations to estimate IGS08 velocities at the grid nodes. For two of the six regions—theWest
CONUS region and the Alaska andWest Canada region—an extra step needed to be performed because of large
spatial variations in their respective velocity fields due to slip on active geologic faults. For each of these two
regions, a preliminary velocity model (which accounted for fault slip and/or GIA using geophysical models) was
employed to removemost of themotion associatedwith these two phenomena. The DYNAP-G interpolation pro-
cess was then applied to the residual velocities at the geodetic stations to estimate residual velocities at the spe-
cified grid nodes. The estimated residual velocity at each grid nodewas then added to the corresponding velocity
provided by the preliminary model to estimate the total velocity at this grid node.

The composite model formed by combining the six regional models reveals several macroscopic features of
the 3-D velocity field. To better comprehend the modeled horizontal velocities, they were first modified to
remove from them the present-day motion due to post-LGM GIA in accordance with the ICE-6G_C(VM5a)
model. The GIA-modified velocities were then transformed to the newly introduced NA_ICE-6G reference
frame that was created so as to minimize the horizontal motion of the transformed GIA-modified velocities
at 39 sites that were considered to reside within the “stable” part of the North American plate. Relative to
this reference frame, transformed GIA-modified velocities are less than 2mm/yr in magnitude everywhere
east of longitude 104°W and south of latitude 60°S, except southern Texas (Figure 5). Transformed GIA-
modified horizontal velocities at sites located west of 104°W are mostly due to other geophysical phenom-
ena, especially tectonics. Horizontal velocities estimated for those parts of North America which are located
north of latitude 60°N mostly have large uncertainties due to a lack of geodetic data throughout much of
this area.

In the vertical dimension, TRANS4D’s velocity model (Figure 7) reflects the fact that the most widespread
feature corresponds to the GIA associated with the past melting of ice fields formed during the LGM. This
GIA-related motion is associated with uplift across most of Canada and subsidence across much of north
central CONUS (Figure 4). Also in the vertical dimension, the largest uplift rates occur in southeastern
Alaska, where values on the order of 30mm/yr are found (Figure 9). The uplift occurring in southeastern
Alaska is due to the GIA associated with ongoing deglaciation following the LIA glacial advance. Residual
3-D velocities near the mouth of the St. Lawrence River and in Alberta, Saskatchewan, and Labrador indicate
that the ICE-6G model may have misestimated the LGM ice load history in these areas.

Figures 10 and 11 present standard deviations for the estimated horizontal and vertical velocities, respec-
tively. The standard deviation of a horizontal velocity component is generally less than that for its corre-
sponding vertical velocity. In other respects, Figures 10 and 11 exhibit similar spatial patterns that reflect
data density, the local spacing among grid nodes, and the application of the quasi-observations that serve
to prevent numerical singularities by spatially smoothing the resulting velocity field.

Appendix A: Combining Geodetically Derived Velocities From Several Solutions

Toward the objective of transforming velocities from each of the seven solutions to a single IGS08 velocity for
each station, a quasi-least squares process was employed. The term “quasi” signifies that the process lacks the
rigor of a true least squares process, as will be discussed shortly. The employed process is based on observa-
tion equations of the form

VN jð Þi; VE jð Þi; VU jð Þi
� �T þ eN jð Þi; eE jð Þi; eU jð Þi

� �T ¼ VN IGS08ð Þi; VE IGS08ð Þi; VU IGS08ð Þi
� �T

þF xi; yi; zi½ �• _Tx jð Þ; _Ty jð Þ; _Tz jð Þ; _Rx jð Þ; _Ry jð Þ; _Rz jð Þ; _S jð Þ� �T
(A1)

Here [VN(j)i, VE(j)i, VU(j)i] denotes the north, east, and up components of the velocity vector derived at station i
in solution j, where i= 1, 2,…, 4925 and j= 1, 2,…, 7. Each such velocity vector is referred to the reference
frame associated with solution j. Also, [eN(j)i, eE(j)i, eU(j)i] denotes a residual vector associated with the velocity
vector [VN(j)i, VE(j)i, VU(j)i]. The superscript T denotes the transpose of a vector. (Note that for any permissible
value of j, solution j does not provide velocity vectors for all of the 4925 stations).

Also, [VN(IGS08)i, VE(IGS08)i, VU(IGS08)i] denotes the north, east, and up components of the IGS08 velocity
vector at station i (for i= 1, 2,…, 4925). It is the values of these vectors that are to be estimated (together with
other parameters) via the process.
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F[xi, yi, zi] denotes a 3-by-7 matrix whose 21 elements are each a function of the (Earth-centered, Earth-fixed)
Cartesian positional coordinates [xi, yi, zi] of station i relative to IGS08. The values of these 21 elements are con-
sidered to be known, because the process requires only approximate values for these positional coordinates.

_Tx jð Þ; _Ty jð Þ; _Tz jð Þ; _Rx jð Þ; _Ry jð Þ; _Rz jð Þ; _S jð Þ� �
denotes the vector of the seven parameters that define a similarity

transformation from any IGS08 velocity vector to its corresponding velocity vector referred to the reference
frame of the jth solution according to the following equations:

Vx jð Þi ¼ Vx IGS08ð Þi þ _Tx jð Þ þ _S jð Þ•xi þ _Rz jð Þ•yi � _Ry jð Þ•zi
Vy jð Þi ¼ Vy IGS08ð Þi þ _Ty jð Þ � _Rz jð Þ•xi þ _S jð Þ•yi þ _Rx jð Þ•zi
Vz jð Þi ¼ Vz IGS08ð Þi þ _Tz jð Þ þ _Ry jð Þ•xi � _Rx jð Þ•yi þ _S jð Þ•zi

(A2)

where Vx(j)i, Vy(j)i, and Vz(j)i denote the components of the velocity vector at station i relative to the
reference frame of the jth solution along the x, y, and z axis, respectively; and Vx(IGS08)i, Vy(IGS08)i,
and Vz(IGS08)i denote the components of the corresponding IGS08 velocity vector at station i along
these same three axes.

For the process of obtaining a single IGS08 velocity for each station, the values for the seven transformation
parameters are considered as unknowns to be estimated for each value of j. However, the “observations”
represented by equation (A1) are supplemented with seven constraints that equate each of the seven para-
meters associated with the IGS solution to be 0 in value. Thus, the IGS solution effectively defines the IGS08
reference frame for this process. Note that values for the transformation parameters were solved for each of
the other six solutions, even though four of these six solutions had already been aligned to IGS08.

The employed quasi-least squares process yields the value for the IGS08 velocity at each station i and the
values for the seven transformation parameters for each solution j which minimizes the quantity

Q ¼
X

j¼1

7
Qj (A3)

where Qj ¼
X

i
Qij (A4)

and Qij ¼ eN jð ÞI= sN jð Þi
� �2 þ eE jð ÞI= sE jð Þi

� �2 þ eU jð ÞI= sU jð Þi
� �2n o

if station i is included in solution j¼ 0
if station i is not included in solution j

(A5)

Here sN(j)i, sE(j)i, and sU(j)i are the standard deviations of VN(j)i, VE(j)i, and VU(j)i, respectively.

For the most part, the adopted values for these standard deviations agree with those reported by the
institutions and/or scientists that produced the respective solutions, with the two exceptions that, for this
study, (1) any reported standard deviation for a horizontal velocity component which was less than
0.1mm/yr was reset to equal 0.1mm/yr and (2) any reported standard deviation for a vertical velocity
component which was less than 0.2mm/yr was reset to equal 0.2mm/yr.

Table A1. Estimated Values for the Transformation Parameters From Each Solution to the IGS Solution, Together With Other Information

Solution IGS NGS NRCan MEASURES McCaffrey SCEC UAF

Total number of stations 923 1439 540 1334 989 1002 940
Number of stations in other solutions 666 1000 383 709 337 322 261
Time span of data 1994–2013 1993–2011 1994–2011 1994–2013 1993–2011 1970–2004 1992–2013
Original reference frame IGS08 IGS08 IGS08 IGS08 SNARF 2.0 SNARF 1.0 IGS08
_Tx (mm/yr) 0.00 0.05 0.03 �0.26 �0.53 0.67 �0.01
_Ty (mm/yr) 0.00 0.02 0.18 0.76 �0.01 �4.67 0.05
_Tz (mm/yr) 0.00 �0.03 �0.20 0.44 �2.94 �8.26 0.02
_Rx (nrad/yr) 0.00 0.00 0.00 �0.12 0.54 1.61 �0.02
_Ry (nrad/yr) 0.00 0.00 �0.01 �0.08 �3.09 �3.19 �0.02
_Rz (nrad/yr) 0.00 �0.01 0.02 �0.08 �0.47 �0.31 �0.01
_S (ppb/yr) 0.00 �0.02 0.03 0.04 0.21 0.39 �0.04
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The described process does not constitute a rigorous least squares process for several reasons. The most cri-
tical reason is that for any given station i, which is contained in at least two solutions (for example, solution j1
and solution j2); the derived velocity vector [VN(j1)i, VE(j1)i, VU(j1)i] is statistically highly correlated with the
derived velocity vector [VN(j2)i, VE(j2)i, VU(j2)i], because these two vectors were derived from very similar sets
of geodetic data. The described process treats these vectors as if they were totally uncorrelated. Hence, the
term “quasi-least squares process” has been employed. Other factors that contribute to the process’ lack of
rigor include (a) neglected statistical correlations among the three components of any given derived velocity
vector and (b) neglected statistical correlations among derived velocity vectors for the collection of stations
included in any one solution.

Despite its shortcomings, the process is useful for identifying discrepant input velocities, where a discrepant
input velocity corresponds to a velocity for which a component of its residual vector [eN(j)I, eE(j)I, eU(j)i] when
divided by the corresponding component of the standard deviation vector [sN(j)I, sE(j)I, sU(j)i] has an absolute
value greater than 3. When discrepant input velocities were identified, then approximately 10 of the most
discrepant input velocities were either eliminated from further consideration or their corresponding standard
deviations were increased. Then the process was repeated. Actually, several iterations of the process were
performed, so as to refine the single IGS08 velocity estimated for each station and the resulting values
estimated for the transformation parameters.

The quasi-least squares process used all 4965 derived velocity vectors from the seven solutions, even those
for stations located outside the United States and Canada, so as to obtain more robust estimates for the
values of the various transformation parameters. Table A1 presents the resulting estimates for the values
of the transformation parameters, together with other relevant information.
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